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Abstract 

 
One of the tasks of banking marketing is to analyze customers' data and to find out the potential customers to save deposits. Generally, the method used to 
analyze customer data is by classifying all customers who have taken the time deposit into the target marketing, so this method causes the high cost of 
marketing operations. Therefore, this research is conducted to help solve the problem by designing a data mining application that can serve to classify the 
criteria of customers who potentially to save deposits in the bank. In classifying customer data has been done a lot by researchers before with various 
algorithms, now researchers use deep learning to classify the target in want by the banking. The results showed that achieved using deep learning accuracy is 
= 80%, MSE = 0.0943, AUC = 0.8533. The results of this study can be reference to build an application that can facilitate the banking in obtaining its target 
marketing in the future. 
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1. Introduction 
 

In the banking world often found the problem about 
how to find customers and / or raise funds, either deposits, 
deposits or credits. It can not be denied that many 
problems are found in banking, especially credit taking, for 
example bad credit. The largest banking revenue is from 
the credit sector, so the credit sector is considered the most 
strategic for growing banking. 

The method used to determine the target market so far 
is to classify all customers who have paid their credit 
installment into the next marketing target, but not 
necessarily all the customers will be interested in 
borrowing the loan back. Therefore, to increase the loyalty 
of bank customers, this section is required to be able to 
take the right decision in determining the marketing 
strategy, both products and banking services that will be 
offered to customers, especially in credit problems. This 
can be realized if we obtained enough information to assist 
Decision Making Process in the field of marketing, one of 
them is to classify or predict customer criteria for the 
purposes of marketing targets. Data mining methods are an 
appropriate step for marketers to analyze the market so 
they can understand existing markets or find new 
opportunities to increase profits including predicting target 
market criteria. With the case above this research focus on 
data mining utilization to predict and classify the criteria of 
credit customers, so it can be known whether the customer 
is a potential customer of credit. Datamining method used 
in this research is deep learning and the data used are direct 

marketing datasets at Bank. The dataset is often conducted 
for research use in the field of datamining. 
 
2. Data Mining 

Datamining is process of finding new relationships 
that have meaning, patterns with most of data stored in 
storage device using technology, pattern recognition is 
statistical technique and mathematical. 

Datamining is combination of several disciplines that 
combine techniques in machine learning, pattern 
recognition, database statistics, and visualization to 
handling information retrieval problem from every large 
database [1]. 

Data mining is analysis of datamining (bigdata) to find 
a clear relationship and summarize it that has not been 
known before with the latest ways of understanding and 
useful for the owner of the data [2]. Datamining is process 
that uses statistical techniques, Mathematics, artificial 
intelligence, machine learning to extract and identify useful 
information related to large databases. And datamining is 
series of process to explore the added value of dataset from 
of knowledge that has not been known manually [2]. And 
datamining can be interpreted as follows: 
1. Datamining is an automated process for analyzing data. 
2. The data to be processed is very large data, those it is 

difficult to process manually. 
3. The purpose of datamining is to get a relationship or 

pattern / technique that gives a useful indication. 
Data mining is nothing new, one of difficulties to define 

datamining is fact that Datamining inherits many aspects 
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and techniques from previously established fields of 
science. datamining has long roots from different fields of 
science such as artificial intelligence, machine learning, 
statistics, databases, and also information retrieval [2]. 

Databases stored in storage media are rarely used by 
most users and even within a certain time the data is 
removed because it is considered waste and only meet the 
storage media only. The assumption is not entirely true, 
because in fact large databases can provide the information 
needed for various purposes, both for business interests in 
decision making and for science and research. 
 
3. Classification 

One of task that can be done with data mining is 
classification. The classification was first applied to the 
plan of plants that classified a particular species, as 
conducted by Carolus Linnaeus who first classified species 
based on physical characteristics. Furthermore, he is 
known as the father of classification [3]. In the 
classification there are target category variables. The 
methods/models developed by researchers to solve 
classification cases include Decision Tree, Artificial 
Neural Networks. Etc. In this research, the concentration of 
the workings of the deep learning toward the classification 
of marketing data bank. So, the expected results of the 
deep learning performance. H2O Deep Learning Operators 
are used to predict Survived attributes from data marketing 
collection. The label is binominal, the classification will be 
done to analyze the quality of the model, and the Split 
Validation operator is used to generate training and testing 
datasets. Deep Learning operator parameters are the default 
values, meaning 2 hidden layers, each with 50 neurons 
built. Example set which has label is connected to the 
Performance operator (Binominal Classification), which 
calculates the value of the Accuracy metric. In the Deep 
Learning Model output process, the data labeled and 
Performance Vector are generated. 

This operator is used to evaluate the statistical 
performance of binominal classification tasks, 
classification assignments in which label attributes have 
binominal types. This operator lists the performance 
criteria values of binominal classification task. 

Operators are used specifically to evaluate 
performance in the binominal classification which is a 
classification where the label attribute has a binominal 
type. Many other performance evaluation operators are 
also available on RapidMiner for example. Performance 
operator (Classification), Performance operator 
(Regression), and others. The Performance Operator 
(Binominal Classification) is used for binominal 
classification. On the other hand, the Performance operator 
automatically determines the type of learning task and 
calculates the most common criteria for that type. we can 
use the Performance (User-Based) operator if we want to 
write their own performance measures. 
 
 
 

4. Deep Learning 

Deep learning is a stack or a number of several 
algorithms or methods, thereby evolving into a deep 
learning approach with various architectures. Some of the 
objectives of this method are feature extraction, to take 
advantage of all the resources as optimally as possible. 
Since most of the data in the world is not labeled 
(uncategorized), deep learning is usually a stack of 
unsupervised and supervised learning stack algorithms that 
can utilize labeled or unlabeled data. With the utilization of 
more optimal information will certainly improve the 
performance of the resulting model. The most common 
approaches to implement deep learning are graphical 
methods or multilayer representations, or multilayer 
graphical models such as belief network, neural network, 
and others. Basically, methods as ordinary machine 
learning is a statistical and stochastic method that is 
already widely known in the world of mathematics, 
especially statistics. In other word the information shown 
in the hidden layer or the value of each unit on hidden 
layer can represent input layer or the extract from 
information available on input layer, and the corresponding 
synapse of weight is transferred to the network on the deep 
neural network, as the initialization between the synapse 
input layer and the first hidden layer. Next execute 
autoencoder back between hidden layer 1 and hidden 
screen 2, and so on until hidden layer to n-1 and to n. 
Perhaps technically simple as Deep Network, and actually 
this is a fairly simple algorithm. There are several other 
algorithms like deep autoencoder, Boltzmann Machine, 
stacked, deep belief network and others. Deep learning 
itself is often paired with bigdata, which is analyzing 
bigdata with its 3V by using deep learning. So, looking at 
the complexity of these methods required supporting 
technologies such as hardware and parallel or cluster 
implementation approach either from the implementation 
of algorithms or data management quite fast, so as to 
suppress the complexity of time that appears in deep 
learning. There are various approaches done from starting 
parallel programming using the usual multi core, GPU, to 
message passing interface for example utilizing more than 
one machine. As shown in google, Microsoft etc. 

 
4.1 Artificial Neural network (ANN) 

ANN is inspired by the awareness of the complex 
learning system in the brain that consists of sets of neurons 
that are closely related. Neural networks are capable of 
performing very complex tasks such as classification and 
understanding patterns. ANN can estimate a wide range of 
statistical models and be flexible in describing models 
(linear and on linier) [5]. ANN can be used for the same 
problems with multivariate statistical problems such as 
multiple regression, discriminant analysis, and cluster 
analysis. In many cases, the results obtained with ANN can 
be compared with the multivariate statistical model. 
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Figure 1. ANN Network Architecture 
 

In the ANN network architecture, there are 3 layers of 
the input layer as the input value to be trained, then the 
value of the input is sent to the hidden layer by counting it 
with the weights, then from hidden layer sent again to 
output layer in same way is by calculating the weight - the 
weight of existing. The output layer contains the value of 
the target that will be the reference in the testing phase of 
the model (testing). From the results of this training will 
get a model of trained Neural Network where the value of 
its weight - weight that will determine the results of the 
prediction or classification when testing phase. 
 
4.2 Backpropagation 

Neural Network (NN) is a collection of elements of 
interconnected simple process elements is called neuron. 
Each Neuron is associated with another neuron with a 
direct communication link through pattern relationships is 
called Network Architecture [6]. Each of these 
relationships has a weighted connection (weight) that is 
trained to achieve response. Those by training of the data 
based on the connection weights are expected to get output. 
The method used to determine the connection weight is 
called training algorithm (training algorithm). 
Backpropagation has several units in one or more hidden 
screens. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Description: Y1…Y3: Output, X1...X3: input, b1, b2: bias, 

Z1, Z2: hidden layer 
Figure 2. Backpropagation Architecture (Fausett, 1994) 

 
Figure 2 is the backpropagation architecture with n as input 
plus bias, a hidden layer consisting of p plus bias, and m is 

the output. In backpropagation training uses the minimum 
point search method to look for weights with minimum 
errors. The backpropagation algorithm uses an error output 
to change its weight value backwards [5]. 

Backpropagation training consist 3 phases: advanced 
phase, reverse phase and weight change phase. The first 
phase is feedforward step, at this step the initial process for 
initialization of input weights is done. This step it also 
determined the learning rate (α), the value of error 
tolerance and the epoch (cycle of each training pattern) 
required during the computation process takes place. After 
all the initialization process is done, the next step is the 
process forward. Each input unit Xi will send input signal 
to hidden layer. Once calculated using the activation 
function then the output will be sent to the layer above it, 
that is the output layer. After the output value is obtained, 
it is compared with the actual output target. The difference 
in output value – output target is called error. If the error 
value is less than or equal to the threshold value, the 
shrimp process is stopped, but if not the error value is used 
to modify the weights to correct the error. The second step 
is backward or backpropagation. This step the value (δk) 
obtained on the output layer is used to correct the weights 
in the hidden layer directly related to the output layer. 
After the error value (δj) in each unit in the hidden layer is 
also calculated to correct the weights that connect the input 
layer with hidden layer. The third step is the correction to 
correct weights step. After all the weights in the input layer 
and hidden layer are modified according to the error factor, 
the three stage are repeated continuously until the stop 
condition. The stop condition in question is if the specified 
epoch number is reached or if the error value of the 
network is equal to or less than the predefined error 
tolerance value. In the training step, the network is 
expected to train all the training data provided to obtain the 
final weight of the network to be used during the testing 
step. 
 
5 Methodology 

In this study using rapidminer studio 7.4 testing tools, 
using methodology as follows: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. Methodology in use 
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5.1 Dataset  

Dataset is collection of data that will be the object of 
research. dataset is a representation of a database, data 
matrix that has columns to represent of attributes and rows 
to represent of the amount data. in this research using 
datasets about bank customers. 

 
5.2 Set role 

Set role is a stage to determining attributes for other 
operators as targets. because the dataset has many 
attributes, this set role stage determines the label of the 
purpose of this study. 
 
5.3 Validation 

Validation as operator to get simple validation is to 
randomly divide the dataset into a set of training, 
determine the test and evaluate the model. This operator 
performs split validation to estimate the performance of the 
learning operator, mainly used to estimate the accuracy of 
a model that is displayed as a result. 

 
5.4 Deep learning 

Deep learning is an algorithm that uses to determine 
the expected results. As for the type of deep learning used 
multilayer feed forward networks, trained with the slope of 
the stochastic gradient using backpropagation. 

Deep learning is used to classify and predict the bank 
customers dataset. Label is used binominal, classification 
will be performed. The correct the quality of the model, 
split validation operator is used to generate the training and 
testing datasets. Deep learning operator parameter are the 
default values. This means that 2 hidden layers, each with 
50 neurons will be constructed. Labelled dataset is 
connected to be performance binominal classification 
operator, calculates the accuracy metric. On the process 
output the deep learning model, labelled data and 
performance vector is shown. 
 
5.5 Apply Model 

Apply model is a model that is trained in datasets by 
other operators, often as learning algorithm. After that, this 
model can be applied to other datasets, the goal is to get a 
classification or prediction on the data that is not visible to 
transform data with the model process. The dataset used 
must be compatible with the attributes of the model, 
meaning the dataset has the same number, type, sequence, 
and role attributes as the dataset used to produce the 
model. 
 
5.6 Performance 

Performance is used as an instrument tools for 
statistical perform evaluation in the classification of two 
values. This classification for assignments in which label 

attributes have binominal types. This operator lists the 
performance criteria values of binominal classification 
tasks. 

To measure the results of this study by using 
confusion matrix, classification recall, Classification 
prediction, accuracy. 

Accuracy is the percentage of number data records 
classified or predicted correctly by the algorithm. 
Accuracy Formula: 
 
Accuracy = True Yes + True No   (1) 
          Number data 

Misclassification error rate is the percentage of the 
number data records for classified and predicted false. 
Misclassification Error Rate Formula: 
 
Misclassification Rate = False Yes + False No (2) 
       Number data 

6. Result And Discussion 

6.1  Results of Data Set Analysis 

The dataset used is the set of marketing data Bank taken 
from the website [7], this data set contains some data 
information about customers who owned bank. The total 
data on this dataset amounted to 200 records which each 
record has 17 attributes including: 

1. Age (Numeric) 
2. Job (Polynomial) 
3. Marital (Polynomial) 
4. Education (Polynomial) 
5. Default: has credit in default (Binominal) 
6. Balance (Numeric) 
7. Housing (Binominal) 
8. Loan (Binominal) 
9. Contact (Polynomial) 
10. Day (Numeric) 
11. Month (Polynomial) 
12. Duration (Numeric) 
13. Campaign (Numeric) 
14. P-days (Numeric) 
15. Previous (Numeric) 
16. P-outcome (Polynomial) 
17. Y: Target (Binominal) 
From the attribute Dataset above (1 to 17) will be the 

training & test process using deep learning method, while 
the 17th attribute will be the target result of the 
classification process. and in this paper the writer will try 
to analyze the difference of accuracy and error obtained by 
making changes to the number neurons in hidden layer. 
 
6.2   Experiment Result and Evaluation 

In this experiment there are 17 attributes that will be in 
training and 2 values indicating the target (classification) 
on the 17th attribute which means in deep learning in the 
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initialization of 16 neurons on the input layer, 2 neurons in 
the output layer. 

The results of this study are: 
 

Table 1 
Performance deep learning. 

 
Measurement  Result  

Accuracy 80 % 
Class Precision (No) 91.49 % 
Class Precision (Yes) 
Class Recall True No 
Class Recall True Yes 

38.46 % 
84.31% 
55.56% 

Here's the performance of deep learning with binominal 
matrix model in mining: MSE, R2, AUC result as below: 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Result of Deep Learning Models Matrix 
 

7 Summary 
 

The method of classification by using deep learning is 
very good for determining the truth of the classification in 
data mining. Proven with the result of accuracy = 80%, 

AUC = 0.8533, MSE = 0,0943. The use of deep learning in 
datamining is still limited binominal. 
 
8 Future work 

 
After successfully performing this research with good 

results it is necessary to do learning machine using deep 
learning on datamining both classification and prediction 
in order to be able to convince deep learning performance 
runs well. 
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